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ABSTRACT
Model-based software development inevitably involves dealing with incomplete information. Yet, MDE methodologies rarely, if ever, address uncertainty in a systematic way. Drawing inspiration from the field of behavioural modeling, we propose to use partial models as first-class development artifacts to abstract, reason with, visualize and manipulate sets of possible alternative models. Aiming to set up a research agenda for a systematic and robust treatment of uncertainty in MDE, we discuss how uncertainty can be captured by partial models, and how these models can be validated and correctly refined.

1. INTRODUCTION
The vision of model driven software development is to create a seamless process during which models are incrementally refined from requirements to generated code. Of course, as any other software development endeavor, this process needs to handle making decisions in the presence of incomplete and uncertain information. Uncertainty can be injected during the MDE life-cycle due to a variety of reasons such as unclear requirements allowing multiple design alternatives [12], alternative resolutions to inconsistency [8, 3], multiple stakeholder opinions [9], and many others.

Current MDE methodologies do not specifically address the handling of incomplete information in a robust way. In fact, model transformations (including those that generate correct by construction model refinements) can only be applied to concrete models, and thus incompleteness is considered to be undesirable and needs to be removed as quickly as possible. Otherwise, the development either halts or proceeds in an ad-hoc way that does not guarantee correctness.

Reasoning with incomplete information has been studied extensively in the context of behavioural modeling and verification [2, 5, 1, 6, 4]. Our goal is much larger: we aim to create a seamless process during which models are incrementally refined from requirements to generated code. Of course, as any other software development endeavor, this process needs to handle making decisions in the presence of incomplete and uncertain information. Uncertainty can be injected during the MDE life-cycle due to a variety of reasons such as unclear requirements allowing multiple design alternatives [12], alternative resolutions to inconsistency [8, 3], multiple stakeholder opinions [9], and many others.

Currently, MDE methodologies do not specifically address the handling of incomplete information in a robust way. In fact, model transformations (including those that generate correct by construction model refinements) can only be applied to concrete models, and thus incompleteness is considered to be undesirable and needs to be removed as quickly as possible. Otherwise, the development either halts or proceeds in an ad-hoc way that does not guarantee correctness.

Reasoning with incomplete information has been studied extensively in the context of behavioural modeling and verification [2, 5, 1, 6, 4]. Our goal is much larger: we aim to create a seamless process during which models are incrementally refined from requirements to generated code. Of course, as any other software development endeavor, this process needs to handle making decisions in the presence of incomplete and uncertain information. Uncertainty can be injected during the MDE life-cycle due to a variety of reasons such as unclear requirements allowing multiple design alternatives [12], alternative resolutions to inconsistency [8, 3], multiple stakeholder opinions [9], and many others.
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Which of the choices should Bob make? We assume that at this stage in the development, the requirements regarding whether the network controller should have recovery capabilities are still unclear. Additionally, Bob needs to have Alice approve any modifications to the architectural model, as they could have unwanted consequences to the Controller class’s inheritance hierarchy. Faced with these uncertainties, Bob can either halt development, waiting for the uncertainty to be lifted, or make a guess and choose one of the three alternatives, therefore risking having to undo his work. Yet another option for Bob, the one we advocate here, is to capture all possible ways of fixing the inconsistency in a single partial model, \( P \), shown in Figure 1(e), and proceed with development using it as the primary development artifact.

**Visualization.** The partial model \( P \) is presented in pseudo-concrete UML syntax for brevity. It contains elements that are tagged as optional, indicated visually by dashed lines. It is also accompanied by a propositional formula, \( \varphi \), which describes the allowed combinations of the optional elements. Each such combination represents a concretization of the partial model, i.e., a concrete model that can be derived from \( P \) by removing all uncertainty. In this example, \( P \) has exactly three concretizations, corresponding to the three alternative repaired models.

**Analysis.** Bob can use \( P \) to check properties. For example, the result of checking property \( C1 \) is \( \text{True} \), as none of the concretizations of \( P \) have a sink state. Thus, the outcome of checking \( C1 \) is interpreted as “property holds regardless of how the partial model will be concretized”. Suppose an additional requirement \( C2 \) dictates that multiple transitions exist. Checking \( C2 \) on \( P \) results in \( \text{Maybe} \), as it holds for some concretizations of \( P \) (those in Figures 1(b) and 1(c)) but not for others (the one in Figure 1(d)). Thus, the outcome of checking \( C2 \) is interpreted as “it depends on how this model will get concretized”.

**Detail-adding refinements.** Bob can also use \( P \) to continue development. For example, a useful detail-adding (DA) refinement is to elaborate the \emph{Warning} state to periodically check if the controller is still disconnected. Bob can do it directly on \( P \) to get the new model \( P' \), shown in Figure 2(a). In \( P' \), two sub-states, Poll and Notify, have been added to \emph{Warning}. To implement the waiting functionality, Bob also needs Alice to add a \emph{PollingTimer} class to the architectural diagram. A required property of all detail-adding refinements is the transformation property T1: they should result in models with “more information” than the input model\(^1\) (Section 5 discusses the use of T1 for reasoning). The transformation from \( P \) to \( P' \) satisfies this property, as the set of concretizations of \( P' \) only contains transformed versions of all of the concretizations of \( P \).

**Refactoring.** Refactoring is a transformation characterized by the transformation property T2: it should not add or remove details. Alice can do it directly on the partial model \( P' \). A classic refactoring is making the public instance variable \emph{disconnected} private and only accessible via the getter method \( \text{isDisconnected()} \). The resulting model \( P'' \) is shown in Figure 2(b). The transformation between \( P \) and \( P'' \) satisfies T2 for the same reasons as T1.

**Uncertainty-reducing refinements.** Finally, once more information becomes available, Bob and Alice can apply

\[\varphi = (\neg A \land B \lor A \land D \land \neg E \land \neg F \land G) \lor (\neg A \land B \land C \land D \land E \land F \land G) \lor (A \land \neg B \land \neg C \land \neg D \land \neg E \land \neg F \land \neg G)\]

![Figure 1: (a) An inconsistent model \( M \). (b)-(d) Alternative repairs of \( M \). (e) A partial model \( P \) capturing alternatives in (b)-(d). Dashed elements are optional.](image)

\(^1\)For behavioral models, this is called simulation.
We are currently working on constructing partial May models using symbolic model transformation, with a preliminary implementation using Kodkod [11]. The construction avoids building all concrete models and then merging them, and thus remains scalable and efficient. Our specific emphasis is on capturing alternatives which result from applying multiple repair rules.

4. REASONING WITH PARTIAL MODELS

Partial models are formal artifacts that enable reasoning. The key question here is: (Q3) What kinds of properties can be (efficiently!) checked on partial models?

In order to facilitate reasoning, we translate the visual rendering of partial models presented in the examples of Section 2 into a symbolic one and appropriately combine it with the formula representing the constraints on the model. A SAT solver is then used to check whether the model entails the property.

For example, to check whether the property C2 holds for the partial model P, shown in Figure 1(e), we first translate P into the propositional formula \( \Phi = \Phi_\text{off} \land \text{Controller} \land \text{Off} \land \ldots \land \text{Controller} \land \text{on} \land \ldots \) that extends \( \Phi_\text{p} \) with all the mandatory elements in P. Then we express C2 as a propositional formula \( \Phi_{C2} \). Checking the property is therefore reduced to checking satisfiability of the propositional expressions \( \Phi \land \neg \Phi_{C2} \) and \( \Phi \land \Phi_{C2} \), using a SAT solver.

The above approach allows us to reason about all concretizations together, using one or two queries to the SAT solver. For May models, our checking returns the answer models. There are two key questions: (Q1) What kinds of sets of concrete models can be efficiently abstracted into a single partial model, i.e., what kinds of uncertainty can be captured this way? (Q2) How can we efficiently construct partial models, avoiding the enumeration of all possible alternatives and what are the circumstances under which a construction is feasible?

In our example in Section 2, we used a particular kind of partiality, called May partiality, formally defined in [10], which allows certain modeling elements to be tagged as optional. Constructing a May partial model from a set of alternative models entails merging the vocabularies of the different alternatives and identifying differing elements, like we did in constructing the partial model P in Figure 1(e). Some elements are mandatory for all concretizations, while others are optional. A propositional formula (\( \Phi_\text{p} \)) is added to the partial model to capture the set of the allowable configurations of optional elements. In our example, the state Warning is tagged as optional, as it is not allowed in all possible configurations of the partial model.

P and other partial models we work with are “model like” (as opposed to being expressed in a generic description language such as first-order logic), in that they are structurally similar to the concrete models they abstract and hence are easy to understand. This allows partial models to remain first-class development artifacts within the framework of existing MDE approaches. Other forms of partiality that can be captured in “model-like” partial models exist as well. For example, when a model is known to be incomplete, the partial model represents the set of its possible completions. Another case occurs when it is not clear whether certain model elements should be distinct, and the partial model represents all possible ways to merge these elements. These and other partiality types and their combinations are described in [10].

3. REPRESENTING PARTIAL MODELS

We now discuss how to represent sets of models as partial uncertainty-reducing (UR) refinements to derive a less partial and ultimately concrete model from \( P' \). In our scenario, after negotiation with the client and between each other, they decided to keep the Warning state and implement the polling system designed by Bob. The result of the UR refinement is the model \( M' \) in Figure 2(c). The transformation property T3 for UR refinements is that optional elements can be kept optional, removed or made mandatory (see Section 5 about how T3 is used for reasoning). T3 holds for the transformation between \( P' \) and \( M' \) as all optional elements are either made mandatory or removed. A UR refinement such as this, that does not retain any optional elements is called a concretization refinement. Additionally, checking \( M' \) for properties C1 and C2 yields True for the former, as expected, but also True for the latter. Subsequent development can continue using \( M' \), whereas \( P' \) can be archived as a record of the design alternatives considered so that they can be revisited if needed.

Figure 2: (a) The model \( P' \) after detail-adding refinement of \( P \). (b) Refactored model \( P'' \) (\( \Phi_{P''} = \Phi_{p'} \)). (c) Concretization \( M' \) of the partial model after uncertainty-removing refinement.
Maybe iff the partial model has a concretization where the property is True, and another one where the property is False. This is the case for C2, as the SAT solver returns a satisfying assignment for $\Phi \land \neg \Phi C2$ (the concretization shown in Figure 1(d)) and one for $\Phi \land \Phi C2$ (one of the concretizations shown in Figures 1(b,c)).

There are more questions stemming from the method outlined above: (Q4) What types of properties can be effectively checked using this method? (Q5) Is SAT-solving the best alternative for reasoning about various types of partial models? (Q6) What useful feedback can we give to the user as the result of our analysis?

5. TRANSFORMING PARTIAL MODELS

Transformation is an essential part of any MDE methodology. The key questions that need to be answered here are: (Q7) Are there transformations specific to partial models? (Q8) How can existing transformations be adapted to operate on partial models? (Q9) How are the properties of partial models affected by the different transformations?

Special Transformations. Partial models are closely associated with a particular vertical transformation, that we call uncertainty-removing (UR) refinement. A UR refinement makes a model "less partial" by resolving some or all of its uncertainty. For May partiality, this is ensured by the property T3 which prescribes that the removal of uncertainty is achieved by making some optional elements of the model mandatory or deleting them. Similar correctness properties can be defined for other kinds of partiality. Since the removal of uncertainty is “problem-” and “domain-independent,” UR refinement is a generic refinement mechanism, with well understood properties [10]. A UR refinement that completely removes uncertainty is called a concretization, e.g., going from the partial model $P''$ in Figure 2(b) to the concrete model $M'$ in Figure 2(c).

By satisfying the transformation property T3, a UR refinement reduces the number of concretizations of a partial model. Therefore, any True (False) properties, i.e., properties that were True (False) for all its concretizations, remain True (False). For the same reason, Maybe properties can be changed into True or False or remain unaffected. This is illustrated by the property C2 in our example, which evaluates to Maybe in $P$, $P'$ and $P''$ and to True in $M'$.

Adapting Classical Transformations. In order to adapt an existing transformation to partial modeling, we need to specify how it affects the set of concretizations of its input partial model. We formulate this as follows: if $F$ is the adapted version of a classical transformation $F$, and if the partial model $P'$ is the result of applying $F$ to a partial model $P$, then for each concretization $p$ of $P$ there exists a concretization $p'$ of $P'$ s.t. $p'$ is the result of applying $F$ to $p$. In other words, $F$ is total and surjective.

We call the adapted version of classical refinements detail-adding (DA) refinements. A DA refinement adds new information to a partial model without removing uncertainty. Recall one such refinement in Section 2: model $P$, shown in Figure 1(e), became model $P'$, shown in Figure 2(a). While more detail was added to the state Warning, the model did not become “less partial”. Additionally, in keeping with property T1, the Warning state is only elaborated for those concretizations of $P$ that have it.

Certain classical transformations can be applied directly on partial models without the need for explicit adaptation. We illustrated this with the refactoring of the model $P'$ in Figure 2(a) to the model $P''$ in Figure 2(b).

By satisfying the transformation property T1, a DA refinement only adds information and thus preserves True existential and False universal properties. For example, the property C3: “there exists a state with a self-looping transition” is an existential property which holds in $P$. Thus, it is guaranteed to hold in $P''$. We are currently working on an implementation to apply partialized versions of DA transformations using symbolic model transformation. Immediate follow-up questions are: (Q10) How can adaptations of classical transformations be systematized? (Q11) What are the conditions under which classical transformations can be applied to partial models without adaptation? Important future questions include: (Q12) How are the properties of combinations of structural and behavioral partial models affected by transformation? (Q13) What effect does combining the different kinds of refinement (UR and DA) have to property preservation? (Q14) What properties are preserved if the transformation also involves changes to the metamodel?

6. CONCLUSION

We have outlined a research agenda for developing a systematic and robust treatment of uncertainty in MDE. Our approach consists of extending existing MDE methodologies by using partial models as first-class development artifacts. We illustrated how partial models can be represented and how they can be used for reasoning, and for defining property-preserving transformations.
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